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1 Introduction

In this project we are going to investigate numerical approaches to solving the
Navier-Stokes equations

p ((?;tl + (u- V)u) = —Vp+ uViu

V-u=0

which are a set of nonlinear PDEs that govern incompressible viscous fluid flow.
Above, the three-dimensional velocity field

u(x7 y7 Z’ t)
u(x7 y’ Z7t) = ’U(‘r7y7 Z? t)
w(zx,y, z,t)

is the quantity that we are after. The equations also contain the pressure in the
fluid p = p(x,y, z,t) and two constitutive parameters, the density of the fluid p
and the viscosity p which are positive constants.

Finding solutions to these equations is important as they come up in many
scientific and engineering scenarios which include modelling fluid flow in pipes,
air flow past a plane’s wing, ocean currents, weather, and many others. Unfor-
tunately, the fact that the equations are highly nonlinear means that analytic
solutions are not available in most cases of interest. This is why we turn our
interest to investigating numerical approaches to have a chance at solving the
equations.

Our aim for this project is therefore to find ways to approximate solutions
to these equations numerically. To have a concrete problem to run and com-
pare our algorithms on, we are going to consider the well-known driven cavity
problem [3, Chapter 6]. The problem requires to find an approximation to the
incompressible viscous two-dimensional flow

u(z,y,t) = {Z&Z: 3]

on the L x L square (see figure [1)) with boundary conditions of no slip and no
penetration on the bottom and the two sides and a given horizontal velocity on
the top wall

u=0ony=0and 0<x <L

andu=0onx=0orx=Land 0<y<L
andu=U(z)andv=0ony=Land 0 <z <L

starting from an initial state of rest.
After we find the flow field u, we are also going to be interested in finding
the viscous force on the top wall

F/May

y=L



u=U(z)and v =0

0 u=20 L

Figure 1: The boundary conditions on the L x L square.

The project was initially inspired by chapters 1 and 2 of E. J. Hinch’s book
"Think Before You Compute” [5], which the theory in chapters is mainly
based on. From there, the original contributions made are: (1) filling in the
details for the sizes of discretization errors which were not presented in the book;
(2) exploring alternative approaches, such as sparse linear system solver and
Newton-Raphson iteration, to solve the Navier-Stokes equations, with particular
emphasis on improving computation time and memory usage; (3) implementing
the methods in the Python programming language from scratch.

The structure of this report is therefore as follows. Chapter 2 will discuss the
physics of the problem and how to transform the equations to a simpler form
by getting rid of the pressure term. Chapter [3] will discuss how to discretize the
equations to be able to solve them using a computer and will present derivation
for the sizes of the errors of discretization. Finally, chapters [}j5.3] will present
the initial (i.e. presented in [b, Chapter 2]) and the alternative algorithms
that can be used to solve the problem and will analyze their accuracy, speed
and memory cost. The code implementations for the numerical methods in
Python programming language can be found in the appendices or in the GitHub
repository (external link, last accessed: 2022 05 17).

This report assumes knowledge of PDEs and vector calculus at the level of
MATH20401 Partial Differential Equations and Vector Calculus A or an equiv-
alent course. Knowledge of numerical analysis (e.g. MATH20602 Numerical
Analysis 1) or fluid mechanics (e.g. MATH35001 Viscous Fluid Flow) can be
beneficial, but is not essential because all the material that is required will be
presented here.


https://github.com/AugustasMacijauskas/uom-project
https://github.com/AugustasMacijauskas/uom-project

2 The governing PDEs and the physics of the
problem

2.1 The physics of the problem

Physically, the requirement that the velocity is divergence free is sometimes
also called the equation of continuity and represents the conservation of mass
constraint. More specifically, it is derived from the requirement that mass flux
into a spatially fixed control volume is equal to the rate of change of mass in
that volume. Likewise, the other three equations are the continuum equivalent
of Newton’s second law, i.e. the conservation of momentum requirement [6}
Chapters 1.2.5, 2.1 and 2.2].

2.2 Boundary conditions on the top of the lid

We have not specified the boundary condition on the top of the lid above. For
our toy problem, we choose to impose

U(x) = Upsin®(rz/L)

We note that U(0) = U(L) = 0, so that the requirements on the velocity
components from both the top and the sides are the same and equal to zero at
the top corners. Therefore, this boundary condition is easy to deal with because
it will not cause us any trouble in terms of producing inconsistencies in the flow.

2.3 Non-dimensionalization

It turns that we can reduce the number of parameters to just a single parameter
called the Reynolds number Re. To achieve this, we scale the velocity u with
Uy, lengths x and y with L, time with L/Uy and pressure inertially with pUg,
so that Re = UypLp/p. Having just a single parameter gives us the desirable
property that problems with different values of the physical parameters, but
identical Reynolds numbers, will have the same solution.

The non-dimensionalized form of the problem can then be derived starting
from the Navier-Stokes equations as follows (a more detailed derivation can be
found in [6, Chapter 4.1.3])

U2oun  (Up. <\, -\ U3 Upen-
P <La£ <LuV Uoll = fTprLuﬁV u
%Va:o

where the tilde notation is used to denote non-dimensional quantities. Dividing
through by pUZ/L and Uy /L we get

ou 1 o
E+(u~V)u——Vp+EV u



V-u=0

where we have dropped the tilde notation for brewity. For the rest of this
project, we will be using this form of the equations and the fact that they are
non-dimensional will be implicitly assumed.

Similarly, the non-dimensional boundary conditions can be found to be

u=0ony=0and 0<z <1

andu=0onz=0orz=1land 0<y<1
andu:sin2(mc)andv:OonyzlandOngl

and the initial condition becomes
u(z,y,t=0)=0for0<z<land0<y<1

Note that here we have used the same notation as in the dimensional version
of the equations for brewity, and for the rest of this report this notation will
refer to the non-dimensionalized version of the equations and the corresponding
physical quantities.

Physically, the Reynolds number Re = UyLp/p measures the relative im-
portance of inertial to viscous terms in the Navier-Stokes equations [5, Chapter
1.2]. To avoid the many of the complications of solving the problem numerically
for very small or very large Reynolds numbers, we are going to use a modest
value of Re = 10 throughout this project. Another reason for this is that the
analytical approximations for low/high Reynolds number will not work for this
value, so looking for a numerical solution is the only possible way to solve the
problem.

The non-dimensionalized force on the top of the lid that we are going to be
interested in will then become

1
F:/@ dx
Oﬁyy—l

2.4 The streamfunction-vorticity formulation

We can exploit the fact that our problem of interest is two-dimensional by
using the so-called streamfunction-vorticity formulation of the Navier-Stokes
equations. This formulation also gets rid of the pressure term from the equations
which helps avoid the complications that arise from having to correctly account
for pressure using numerical methods.

We start rewritng the equations by first noticing that the conservation of
mass constraint on the two-dimensional velocity V - u = 0 can be satisfied by
representing the velocity using a streamfunction ¢ (z,y, t)[5, Chapter 2.1]:

N oY

u:a—yandv:fa



Indeed, then we have that

_ 0 00y _
v “‘axay 8y8x_0

since we can assume that the streamfunction is smooth enough so that we can
exchange the order of the partial derivatives.
In two dimensions, we know that the vorticity is
ov  Ou 0 0 0 0
RO I TR X
Jdx Oy Oxr 0x Oy Oy
where we note that we take the curl in two dimensions.
We can then make things easier for ourselves and remove pressure from the
equations by taking the curl of the non-dimensionalized momentum equations
and using vector calculus identities to obtain [6, Chapter 4.1.2]

Ou B 1,
V x (at+(u-V)u> =V x (—Vp+ReV u)
L

= Q(Vxu)+(u~V)(Vxu)—((qu)-V)u:(H—Re

2
5 V4(V x u)

Ow 1,
= a+(u~V)w7(on)u7§Vu}

where we can exchange the order of partial derivatives due to smoothness and
we note that the pressure term disappears because the curl of grad is zero.
Further, the vortex-streching term (w- V)u is zero for our two-dimensional flow
which leads us to the vorticity equation
Ow 1
— 4 (u-V)w = —Vw
ot + ) Re
To make more sense of the advection of vorticity term (u - V)w, we note that it
can be rewritten as
(u ’ V)w = thywe — Yoy
where the subscripts in this case denote partial differentiation.

For the boundary conditions, the no normal component of velocity on all
sides makes the sides streamlines of the flow. It turns out that 1) = const on a
streamline, and by convention we set that constant to zero [4, Chapter 8] and
So impose

¢v=0
To account for the tangential velocity, we impose
0
:—w:sinz(wx) ony=land0<z<1
Ay
0
u:—d):Oony:Oandnggl
Ay
0
—v:a—w:00nx:00rm:1and0§y§1
x
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Figure 2: The uniform spatial grid.

3 Discretization of the equations

3.1 Discretizing using finite differences

To be able to solve the problem numerically on a computer, we have to represent
the continuous functions ¥(z,y,t) and w(x,y,t) in a discrete manner. To do
this, we are going to use the simplest possible approach and store the values
of the unknown functions at a discrete number of points in time and a discrete
number of points on a two-dimensional grid. The simplest such representation
can be obtained by using equally spaced points in time separated by a time-step
of size At and over equally spaced points on a two-dimensional grid separated by
a space-step h in each direction. More precisely, if we use N + 1 equally spaced
points in the z and y directions, then the space-step size will be h = 1/N and
we will have a uniform grid of points (x; = ih,y; = jh) for i = 0,..., N and
j=0,...,N,see figure[2] Note that ¢ and j will have these ranges for the rest of
this report, unless specified otherwise. We can then approximate our functions
by

n
Wi

~w(r =ih,y = jh,t = nAt)
and similarly for the streamfunction and other physical quantities.

Since we are solving partial differential equations, we are going to have to
approximate derivatives of functions. A simple and accurate approach to ap-
proximate the derivative f’ at z = ¢h in one dimension is the so-called central

differencing [1, Chapter 7.1.1]

y_ S = fima
fi= T O(h?)



which has second order error.
The second derivative can similarly be approximated by central differences
by applying the above equation at fictitious mid-points 1, Chapter 7.1.2]

/ ~ Jir1i—fi) / ~ Jfi—fi—1
,_ Ty~ B578) - (1, = 25=)

fir1 = 2fi + fiza 2
=2 h;  +0(h?)
where we note that evaluating at mid-points means that we have h instead of 2h
in the denominators in the top equation. Again, this approximation has second
order error.
To find the Laplacian of 1, we simply add the numerical approximations of

the second derivatives in x and in y, obtaining

Wil — 2055 + Vi1

Yiv1,5 — 205 + i1
(V2)ij = =57 s+ 02
Vit H s i Yo — A
- 3

which will retain the second order error and we note that we can use an identical
discretization for V3w.

3.2 Decoupling the problem

We want to find solutions for the streamfunction and the vorticity to simul-
tanously satisfy

V%) = —w and
Ow 1 s
E+(U~V)w—ﬁv w

We could discretize these equations on a grid using the approximations for
derivatives from above and we would call the resulting set of equations the
monolithic equations. However, instead of trying to solve all of these equations
at once, but it is easier to make progress if we decouple the equations.

First, we will solve the so-called Poisson problem

V29 = —w with boundary condition 1) = 0

from which we will get the streamfunction ¥ at some point in time t given the
vorticity w at that time t.

Then, using the found approximation the streamfunction at time t, we will
be able to evaluate the time derivative of the vorticity

Ow 1 _,

E = _(d}ywm - wmwy) + EV w
and so find the vorticity at the next time-step. We will then iterate this process
to step in time.



One complication that we are going ot have is that the boundary conditions
that come with the vorticity evolution equation are in terms of normal deriva-
tives of the streamfunction and not the vorticity, so we will have to choose the
vorticity on the boundary so that the normal derivatives of the streamfunction
take the correct imposed values (see chapter .

3.3 Discretization of the Poisson problem

Using the above approximations, we can finally formulate the Poisson problem
on the unit square. If we use the spatial grid as defined above, on the interior
pointsi=1,...,N—1,j=1,...,N — 1 we have to solve |5, Chapter 2.3]

Vi1 + o1y + Vi + Y- — i
h2

= —w;;
along with

Yp=0fori=0and N,j=0,...,Nand for j=0and N,i=0,...,N
on the boundary. This is a system of linear equations, but a very sparse one, so
we will later see how to exploit this when looking for a solution to the system.

3.4 Discretization of the vorticity evolution equation

Using the same grid that we defined above, we can now discretize
Ow 1 o
E = _(wywz - wzwy) + @V w
with the initial condition
w(z,y,t=0)=0

to be able to step step the vorticity in time. We get that we can step from step
n to step n+ 1 at the interior points i =1,...,N—1,5=1,..., N —1 by using
central differencing in space and forward differencing in time [5, Chapter 2.7]

n+l _  n
ig — Wig T
n n n n n n n n
Cag (Y Z e Wit Wity iy~ Y Wi — Wi
2h 2h 2h 2h
At Wigrj +wWicrj +Wijen +wij1 —4wij
Re h?

We note that to solve for the interior points we need the values of 1) and w on
the boundary. We know that ¥ = 0 on the boundary, but we do not know what
w is on the boundary. Instead, we are given that the normal derivatives of ¥
are equal to the imposed tangential velocities

oy _

on = Uwall

10



We therefore need to find approximation for w on the boundary.
Consider the bottom wall y = 0. Recall that, by definition,

_Ov Ou

“_%_ay

On this wall, we know that v = 0 since there is no flow across the wall, so that
only

remains. We can now use this to approximate the vorticity at a quarter point
from the boundary and take this as our approximation to the vorticity on the
boundary [5, Chapter 2.7]

Ui 1/2 — Uwall

wi,1/4:— h/2 fOTizl,...

,N—1
For this, we need to approximate u 1 which we can do by recalling our definition
of u in terms of ¥

0 i1 — i o
u—ayN W fori=1,...,N—1

Therefore, we get that our approximation for the vorticity at the quarter point

is:
(i — vi0)/h — Usan )
> ’ fi =1,.
h/2 ori=1,

We must be careful to check the size of the errors that we are committing
by using this approximation since due to the nature of our PDEs these errors
can propagate and make the overall accuracy of our method smaller. We can
use Taylor’s theorem to find

Wi,0 A Wi1/4 = — ., N—1

2
L +O(h%) =
,0 2

8%

o
%71 — 1/%,0 + aiy i’Oh + 8y2

h2
= ;0 + Uganth — wio 5 + o) fori=1,...,N -1

where we exploit the fact that (9¢/9y); 0 = Uyan on y = 0, and w = —V?¢
with 929 /022 = 0 on the wall since ¢ = 0 is our boundary condition, so that
w0 = (0%1/0y?); 0. We can then rearrange this to get that

o ~tig —Yio — Uwanh
7,0 h2/2
i1 — Vi) h — Use
:_(%,1 %,0)/ wall +O(h> fOI“iZl,...,N—l
h/2
which is not good for us since it is going to break the second order accuracy
that we achieved with our discretization. We can improve the accuracy of the

+O(h) =

11



approximation for the value on the boundary by linearly extrapolating between
the quarter point and the one full interior point

w0 = (4w;1/a —win)/3 + O(h?)

The derivation for this is not given in the book, but we do it here for com-
pleteness. We start by showing the extrapolation part. Suppose that for
1=1,...,N — 1 we write

wi(y) = A+ By

We are interested in extrapolating for w; g = w;(y = 0) = A . Note that
wi(y="h/4) = A+ Bh/4 = w; 14
and wi(y =h) = A+ Bh=w; 1
By taking a linear combination of these equations, we get
4A+ Bh — A — Bh = 4wj 174 — win
= wjg=A= (4%‘,1/4 - wi,l)/3

To find the error, we use Taylor expansions

w(z =ih,y = ):w(m:ih,yzo)—&—a—w h+ O(h?)
6y z=ih,y=0
w(xzih,y:h/4):w(x:ih,yZO)—i-% ﬁ—l—O(hz)
dy m:ih,y:04

By taking four times the second equation minus the first, we obtain
w(z =ih,y = h/4) —w(z = ih,y = 1) = 3w(z = ih,y = 0) + O(h?)
so that

w(w = iy = 0) = 4w(a:=zh,y:h/4i)))—w(x:zh,y: 1) + o)

Similarly, for ¢ and j in i =1,..., N — 1, it can be shown that

Usanl — (Yi,N — Yin—1)/h

Wi N = — h2 +O(h)ony=1
Wo,j = G 11)]3,/3‘2)/}1 ~ Uwat +O(h)onz=0
WN,j = Uwatl = (_WIZ’;Q_ ¥n-15)/h) +O(h)onx =1

and we can use the same formula as above to linearly extrapolate to get the
second order accurate approximations.

12



3.5 Solving directly for the steady state

We will be interesting in finding the steady state solution of the system (note
that we know one exists for our driven cavity problem, but that is not the case in
general). It will turn out that our calculations will be much faster if we exploit
the fact that dw/0t = 0 at the steady state and then step directly to it. To
this end, in addition to the iterative time-stepping solution method considered
above, we will also look at how to frame the problem as finding a root of a
nonlinear system of equations f(x) = 0 and then use Newton-Raphson method
to solve it (the implementation details are presented in chapter .
Our equations reduce to

V) = —w <= V*) +w=0and

1
—(Yywe — Yawy) + EVQW =0

along with the usual boundary and initial conditions. We can then discretize
these identically as we did above to obtain a set of nonlinear equations for the
unknown streamfunction ¢ and vorticity w that are all equal to zero on the
right-hand side. This is exactly what we want, and we can then proceed with
our root-finding algorithm to simultaneously find a solution to both the Poisson
problem and the vorticity evolution equation.
We now look at the details for discretizing the equations and the form of f.
In our case, the entries of f will be the will be the interior point values of the
equations presented at the beginning of this chapter discretized on our usual
grid
Wit Fic1j + Vi1 T i1 — 4

52 +w;; =0 and
Wit1,j £ Wity + Wiji1 Fwijoa —dwig
Re - h?
n n n n n n n n
Vg Yitiy Wil Wi Vi — Pijo1 Wity — Wity 0
2h 2h 2h 2h

along with the usual boundary and initial conditions presented in chapters [3.3]
and However, we need to rewrite the boundary conditions for vorticity so
that they also have a zero on the right-hand side. For example, for the y = 1
boundary, we rewrite as

Uwan — (Yin —¥in-1)/h wi,N1> /3

wiN = (dw; N_1/4 —wiN-1)/3 = (—4 e

= 3w; vh? = —8(Uyanh — (¥i,n — i N—1)) —win—1h°
= (Bwin +win-_1)h* +8Uganh — (Vi n —in-1)) =0

and similarly for the other boundaries.
With this form of f(x), we find that we have a nonlinear system of 2(N —
1)2 4+ 4(N — 1) equations (twice (N — 1)? for the interior points for ¢ and w,

13



and (N — 1) for the boundary conditions of w on each side) which is going to
be the dimension of f. We note that we do not include the equations for the
boundary conditions ¢ = 0 and the four corners of the grid are not included for
the vorticity too since there the equations just give the trivial 0 = 0 equation.

3.6 Discretizing the fluid velocity

After finding the streamfunction and the vorticity using one of the methods
above, we will be interested in calculating the flow field which is why we em-
barked on solving the Navier-Stokes equations in the first place. The steady
state flow components on the interior can be approximated by using second-
order accurate central differencing

" — 0 i1 — i

dy 2h
v O Vi — iy
ox 2

and we note that we know the velocity components on the boundaries from the
no slip and no penetration boundary conditions.
3.7 Discretizing the calculation of the force

We will also want to calculate the non-dimensionalized force on the top of the
plate which we can do as follows:

1
0
F= / gu
o Oy
We can evaluate the shear stress as

Pyl _ Y
o2 N o2

N 52

~ h
2
i=0 9y

j=N

y=1

+ O(x)
j=N-1

2
by using a Taylor expansion. From here, we can use central differencing on gyﬁ’

at j = N — 1 to obtain
0%
Oy?

W N = 2% N1 T Y N2
- o

+ O(z)

j=N

We would like to have second order error, so we can again extrapolate linearly
from the two interior points N — 1 and N — 2 onto the boundary N like so

0%y
— =A+1B
Oy? + by
and we note that we want to extrapolate for
0%y B 0%y

a7 |y o N TATE

14



Just as we did above for the boundary conditions for the vorticity, we note that

9% 0%y

—(Wy=1-h)=A+B—-Bh=— d

0y? < ) * dy? i,N—1 an
0% 0?1
—(y=1-2h)=A+B—-2Bh=—
0y? < ) - y? i,N—2

By taking two times the first equation minus the second one, we get
toatll 92

2(A+B)—2Bh— (A+ B)+2Bh=2—— e ——
( ) ( ) 0y? i,N—1 oy? i,N—2

0% 0% 0%
- — =A+B=2—— e ——
oy? j=N dy? i,N—1 dy? i,N—2

For the errors, we can use a similar argument as above for the vorticity on the
2 2 2

boundary as and expand 9 f and 8—%4 around 2 f to find that
0y? { N—1 0y? j N—2 0y? i N

this extrapolated value is also second order accurate.

4 Numerical approaches for the Poisson prob-
lem

Recall that we want to solve

Vi1, +Pic1j +Vije1 + i1 — Wi
52

= Wi

on the interior with ¥ = 0 on the boundary. so that the so-called stencil for this
problem is that ; ; only depends on the values above, below and to the sides
of it (see figure|3]). This is a system of (N —1)? linear equations (since we know
¥ on the boundary), so the three methods discussed below will just be solvers
for linear systems of equations.

The Poisson problem is a linear PDE, so we can choose w such that we
can find an analytic solution for ¢. In this project, we will test our numerical
methods by asking them to solve

Vi) = —2n%sinmasinry in 0< 2 <1,0<y <1
with ¢ = 0 on the boundary for which we know that the analytic solution is
1 = sinmx sin 7wy

4.1 The iterative SOR method

The simplest method to solve the system above is iterative successive over-
relaxation (SOR) method which is a modification of the Gauss-Seidel method

15
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Figure 3: The stencil for the Poisson problem

[5, Chapter 2.3]. The usual Gauss-Seidel method updates the values by sweeping
through the interior of the grid, first with ¢ =1 and j =1 — N — 1, then with
i=2and j=1— N — 1, continuing until i = N —land j=1— N — 1 (see
figure . We can rearrange the discretized equation above to get that at each
grid point, the old value is replaced by using the update rule

1d 1d 2
zr'l,(;W = (¢?+1,j + ¢zr‘lfvlv,j + ¢2j+1 + ¢23Y1 +h Wi,j)/4

)

Note that superscripts “new” are used for the values that have already been
updated in the current sweep, while “old” is used for will only be updated later
in the sweep.

The method requires about N? sweeps to converge [5, Chapter 2.3], and N2
values have to be updated during each sweep, giving a total of O(N*) total
operations to solve a system of size N x N. This is already an improvement
over the O(N®) operations needed to directly invert an N x N matrix.

We can further reduce the number of operations by modifying the iteration
scheme to include a relaxation parameter r. The SOR iterate is then

GRS = (1= gt + (U9 + R + 0Py + R 4 hPwi ) /4

The number of sweeps required for convergence then becomes only O(N) [5,
Chapter 2.3], given that we choose an optimal value for the relaxation parameter
r. The optimal value of the parameter is problem dependent, but it turns out
that the optimal value for our problem and for large N [5, Chapter 2.3] is

2
Toptimal = m
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1=37=0 i=1 i=N—-1 i=N
Figure 4: The sweeping through the grid of the Gauss-Seidel method

When coding up our solution, it will be enough to do 4N sweeps to converge
to a solution, so that there will be O(NN?3) operations in total. More details on
the convergence analysis and the choice of optimal relaxation parameter for this
method please refer to [5, Chapter 2.3] and |2, Chapter 7].

4.2 Non-iterative methods

Alternatively, we can look at non-iterative methods to solve the linear system.
To this end, we convert the system to matrix-vector form Ax = b of size (N —1)2.
In our case, the vector of unknowns x will contain the flattened values of
T

X = [1/11,1 o N1 P21 YanN-1 e 1/)N71,N71]

and similarly the vector b will contain the known values of the vorticity w
T

b=- [wl,l o Wi N—-1 W21 ot W2 N—1 WNA,NA]
Finally, the matrix A will represent the relationship between ; ; to the values
VYit1jy Yi-1,j, ¥ij+1 and ¥; j_1. Therefore, A will have —4/h? on the diagonal
and four values (or a smaller number of values accordingly if the point is adjacent
to the boundary) of 1/h? at the corresponding columns of each row to correctly
express the relationship.

Now that we have the matrix-vector form of the system, we can use functions
implemented in the scipy Python library [8] to find a solution.
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4.2.1 Dense linear solver

The naive approach is to treat the system formed above as a dense linear system.
The number of operations required to solve such a such system is O(N®) for a
system of size N x N. Another thing to note is that the SOR method operated
in place, whereas now we will need to store the matrix A of size O(N?) in the
computer’s memory which will limit the grid size N that we can use.

4.2.2 Sparse linear solver

It quickly becomes clear that approaching the system as a dense one has sub-
stantial disadvantages. However, we note that the matrix A will only contain
up to five non-zero entries in each row which means that it is extremely sparse,
especially for larger values of the grid size N. We can exploit this to save both
on computation time and memory. The scipy library has a special API for deal-
ing with sparse matrices that only stores the non-zero entries of a sparse matrix
and has a range of specialized algorithms to perform computations with such
matrices faster. We will use the specialized sparse linear system solver. Then,
the memory required to store the sparse matrix will be O(NN?), which is optimal
since we need the same amount of memory for the vector of unknowns anyway,
and the number of operation required to solve the system will be O(N?3). This
is asymptotically the same as for the iterative SOR method, but we will see
that the sparse solver will be much faster in reality since it has been heavily
optimized over the years by the maintainers of the scipy library and adapted
to utilize multiple CPU cores.

4.3 Results

To check our solvers, we recall that we have chosen the vorticity w for the Poisson
problem such that the exact solution for the streamfunction is ¥ = sin 7z sin 7y.
Note that we only visualize the solution from the sparse solver since all of the
solvers produced essentially the same approximations.

Qualitatively, we can see from figure [5| that the produced approximation in-
deed has the correct caplike shape of sin 7z sin wy. Further, figure [6] shows that
the horizontal and the vertical middle slices of ¢ are (at least graphically) indis-
tinguishable from the sine curve, as they should be. The trend in figure [7] shows
the errors go to zero as h? which is also the expected behaviour. Quantitatively,
we get that the maximum error over the whole grid is O(107%) for A = 0.01, so
that our approximation is accurate to four significant figures.

4.3.1 Computation time

Since the different methods give the same accuracy, we would like to use the one
that has the smallest execution time. Figures [§] [9] and [I0] show that the iter-
ative SOR and the sparse solvers indeed have the expected O(N?) complexity,
whereas the dense solver is O(NN®). Therefore, even though our SOR iteration

18



RN
" -%?A,\'X&Q\"{:%\ \
N ‘\.A\'\\\

0.5

\

SO AR

AAGATERR
SRR SRR S

RLRRD
RRTTI
RRTKI
N
N

NS

Figure 5: The approximation to 1 produced by the sparse solver.

implementation is not optimized and runs only on a single CPU thread, it out-
performs the highly optimized dense solver from scipy that can utilize multiple
CPU cores for larger values of N due to its better asymptotic complexity. There-
fore, we are left to choose between the SOR and the sparse solvers. However,
table [1| shows that the sparse solver is the clear winner and runs in less that half
a second even for the quite large value of N = 168. This is it exploits sparsity,
is carefully optimized and can run on multiple CPU cores.

Table 1: Running times in seconds of the SOR and sparse solvers
N— | 7 14 28 56 84 112 168
SOR | 0.016 0.141 1.162 9.501 32.079 77.298 255.031
Sparse | 0.001 0.002 0.007 0.031 0.076  0.226 0.419

4.3.2 Memory usage comparison

Memory usage for each method was obtained by monitoring the program’s ex-
ecution, logging the amount of memory used over time and comparing it to the
amount of memory that was used before the method was started. The results
are presented in figures and [13] for different values of N. We can see that,
as expected, the SOR solver operates in place, the sparse solver’s usage is linear
in N2 (i.e. linear in the size of the grid), and the dense solver’s usage is linear
in N* because it is formulated as a dense N2 x N2 matrix. For this reason, the
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Figure 11: Memory usage for the SOR solver for N = 7,14, 28, 56,84, 112.

dense solver quickly starts running out of RAM and becomes unviable to use as
we increase the grid resolution. Clear winner in terms of memory usage is the
SOR solver, but the sparse solver also produces satisfactory results and can be
used without problem even for finer grid resolutions (the largest valued tried in
this project was N = 896).

5 Numerical approaches for the full Navier-Stokes
equations

In chapters [3.4] and we discussed how to discretize the Navier-Stokes equa-
tions (which, recall, we frame in the form of the vorticity evolution equation in
this project) and now we are going to look at how to actually implement the dif-
ferent methods on a computer to find the steady state solution. We are going to
find that the approach that steps directly to the steady state will be much faster
than iterative time-stepping, but we will also discuss why the former approach
might not always be valid.

5.1 Solving the problem by time-stepping
The iteration process can be summarized as follows:

1. Initialize the problem.
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Figure 14: Evolution of the vorticity w at the middle of the cavity for N = 40,
Re =10 and At = 0.00125.

2. Update the streamfunction by solving Poisson problem given the vorticity
at time ¢.

3. Calculate the vorticity on the boundaries given the new streamfunction
values.

4. Step the vorticity to time-step t + At where we recall that At is the time-
step size.

5. Repeat steps 2-4 until a desired time ¢ = t7;,4; is reached.

The time until which we run the method is problem-dependent, but can be
determined by running a few experiments and checking how long we have to
iterate for until the physical quantities settled down (and if they do not, we
integrate for as long as we want to see the behaviour of the system for). Figure
shows that in our case it is enough to step until ¢ ;54 = 3 to reach he steady
state which we will be doing for the rest of this chapter.

It is important to choose the spatial resolution A and the time-step size At
small enough so that our solution does not become numerically unstable, as
illustrated in figure [I5] It turns out that there are three conditions that we
have to satisfy [5, Chapter 2.8]:

1. Stability condition for the time-step size At < Re - h?/4.

2. Small “grid-Reynolds-number” conditon h < 1/Re.
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3. Courant-Friedrichs-Lewy (CFL) condition At < h/umax where upay is
the maximum size of the velocity on the grid.

It turns out that if we satisfy the first two conditions, then the last one will be
automatically satisfied. To be on the safe side, we are going to set the time-step
size at 80% of the stability condition, i.e. At = Re - h?/5. We also note that it
turns out that satisfying the above conditions will also ensure that the O(At)
time errors are of the same size as the O(h?) spatial errors, so there is no need to
look for a more advanced second-order time-stepping scheme or further decrease
At [5, Chapter 2.9].

The stability condition for the time-step size is severely restrictive and will
lead to our calculations needing to run much longer to reach the desired final
time. More concretely, in order to reach some finite O(1) time we will need
to perform O(1/At) oc O(N?) iterations. Recall we will also have to solve the
Poisson problem at each step at O(N?) cost, giving a total of O(N®) running
time. Therefore, doubling the grid resolution N will take about 32 times longer
torun. As for the memory usage, the steps after solving the Poisson equation are
going to use up O(N?) memory, and the Poisson problem itself requires O(N?)
memory too given that we use the sparse solver discussed in chapter [£.2.2] so
the total is O(N?). This is optimal considering that storing the matrices for v
and w require O(N?) memory.
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5.2 Solving directly for the steady state

As mentioned in chapter we will be using the Newton-Raphson iteration
method to find a root of our nonlinear vector valued-function f(x). Starting from
an initial guess for the vector of unknowns x°, the Newton-Raphson iteration
algorithm finds a root of the known vector-valued function f(x) by using the
following update rule |7, Chapter 4.3]

P = xP 4 [J(xF)] 7 H(xF) for k>0

where (J(x))~! is the inverse of the Jacobian matrix J(x) of first order partial
derivatives of f. We will use x° = 0 as the initial guess. The iterations will
be stopped when |f(x)| < TOL in which case f(x) = 0 and the algorithm has
converged, or the maximum allowed number of iterations is exceeded. Here
TOL is the tolerance parameter, which is usually set to some small value, such
as 1078, and the maximum number of iterations is usually set from around 10
to 20.
In practice, for £k > 0 we will actually iterate as

xFt1 = x* + Ax with

Ax = —[J(xP)H(ExF) —= J(x")Ax = —f(xF)

We do this to save on computation time as instead of having to numerically
invert the matrix J(x*), which would take O(N®) time, we will be solving the
sparse linear system J(x*)Ax = —f(x*) which, as we have already seen in
our discussions above, can be done very efficiently in O(N?) operations. The
sparsity of the system comes from the fact comes from the fact that each row
of f will only depend on a small number of entries of the input vector x.

We have specified an explicit formula for the entries of f in chapter but
it is not so easy to do so for the Jacobian matrix J(x). Fortunately, we can
approximate its j*" column numerically by using forward differencing

7o) = O he;L») ~ f(x)

where e; is the 7' column of the identity matrix (i.e. the j*% standard basis vec-
tor) and h is the spatial step size. We can then just stack these approximations
column by column to obtain the full matrix

J(x)=[Ji(x) - Jn(x)]

where m is the dimension of f.

The advantage of using Newton-Raphson method to approximate the steady
state is that, given that the initial guess is close enough to the root, it is going
to converge quadratically, which means that the error at the next time step is
going to be less than or equal to the square of the error at the current time step
(a more rigorous treatment of the convergence guarantees for this method can
be found in |7, Chapter 4.3]). This means that instead of the O(N?) iterations
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required to reach the steady state by stepping the vorticity, we can find an
approximation in just a few iterations (usually less that 10), each of which has
a cost of O(N3) to solve a sparse linear system of size of O(N?). The total
running time is therefore O(N?) which is a substantial improvement over the
previous method. In terms of memory, the system that is solved is sparse, so
only O(N?) memory is required which is optimal.

The only disadvantage of assuming dw/0t = 0 and finding a root of the
resulting nonlinear equations is the subtle fact that when solving a new problem
it is not known in advance whether the steady state will be stable, or if one
exists in the first place. The root finding algorithm (Newton-Raphson in our
case) would just try to approximate the steady state solution. This means it
would find the unstable solution without us knowing about it, or not converge at
all (only stopping when the maximum number of iterations is reached) and we
would be left with nothing if the steady state does not exist. In contrast, with a
time-stepping algorithm we would be able to tell that the steady state solution
is unstable as we step closer and closer to it, or would find the approximation to
the unsteady solution. Moreover, even if a steady state exists, Newton-Raphson
might not converge to it out of the box as it requires the initial guess to be
close enough. Therefore, even though the performance improvement of using
the method is vast, we might be left with nothing if we are not careful enough.

5.3 Results
5.3.1 Physical quantities

The steady state vorticity, streamfunction and the approximate flow field can
be seen in figures and respectively. We can see that the resulting
flow is a vortex around the point (0.5,0.8) at which the streamfunction has a
minimum and so it’s derivatives (which are related to the velocity components)
are zero. We can also see that velocities are higher closer to the top of the cavity
and negligible towards y = 0 which is also consistent with the streamfunction
1 being shifted more towards the top and having a rapidly changing magnitude
which implies large first derivatives. The streamfunction is symmertic about
x = 1/2 which is expected for this moderate value of Reynolds number. Finally,
the plot for the flow field shows very weak reversed eddy currents at the bottom
corners.

The vorticity is largest and negative next to the moving lid, and positive on
the sidewalls. This makes sense if we recall that w = dv/dx — Ou/dy and notice
that the horizontal velocity u is positive and quickly increasing with y and the
vertical velocity v is negligible and does not change much with x next to the
top boundary. Similarly, v increases with  and w barely change with y on the
sides which gives the positive vorticity there.

The steady state force on the top of the lid can be calculated to be F' = 3.9047
using N = 56. We can also see approximately linear relationship between force
and A? in figure which gives reassurance that we indeed have second order
accuracy for the calculation of force, just as derived above.
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algorithm.
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Further reassurances of accuracy of our method are the linear relationship
between the steady state vorticity at the middle w(0.5,0.5,t = 3) and h?, as
well as At. These can be observed in figures and Note that the errors
made due to changing the time-step size At are of the same size as changing
the spatial-step size h? which the proportional to the distance between the
lines for different grid resolutions in figure This confirms that our choice of
At = Re-h?/5 maintains the second order spatial accuracy of our discretization
which we expected by our analysis from before.

5.3.2 Computation time

The trends in figures and show that, as expected, the iterative time-
stepping method indeed runs in O(N®) time, whereas the Newton-Raphson
method takes O(N?) time. We notice that for N = 70, the iterative algorithm
takes over fives minutes to run, while Newton-Raphson finishes in less that
twenty seconds. Therefore, whenever possible, it is desirable to employ the
latter method in our experiments, especially for larger grid resolutions.

6 Conclusion

In this project we looked at how to numerically solve the famous Navier-Stokes
equations that govern fluid flow. We considered the driven cavity problem and
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how to discretize it and what the resulting error sizes will be. We then decoupled
the problem into the Poisson problem and the vorticity evolution equation and
looked at how we can solve each of them, and finally how to iterate between
them to get the final approximation.

We found that for the Poisson problem, the best method to use in terms of
computation time and having acceptable memory usage is the sparse linear sys-
tem solver from the scipy Python library. For the vorticity evolution equation,
we can only use the iterative time-stepping algorithm in general. However, we
have also seen that if we assume that a steady state exists, then we can find a
solution for it much faster using Newton-Raphson algorithm for finding roots of
nonlinear equations.

Some possible future extensions for this project are:

e Making Newton-Raphson method more general, as in this work we have
only considered the method under the steady state assumption. However,
as long as we can formulate a given problem as finding a root of a vector-
valued nonlinear function, we would be able to apply Newton-Raphson
method to solve it.

e Investigate whether performing computations on a GPU instead of a CPU
could give an improvement in terms of speed. GPU is a piece of hardware
specialized to perform matrix computations incredibly fast. Our codes
involve a lot of matrix operation, so it would be reasonable to expect that
significant performance gains by using a GPU.
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